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Data level

*

FE R (Nominal data)

— Name categories with no implied order among
the categories

*  FAIEEHOrdinal data)

— Ordered categories, where the differences
between categories cannot be considered to be
equal

L PEEDEl(Interval data)

— Has equal distances between values, but the zero

point is arbitrary (2=2H » FEHEX)
Z:1-&5Fl(Ratio data)

— Has equal intervals between values and a

meaningful zero point

*

*

Data level
+  ICD-9%F553
¢ NI1,N2,N3
¢ IR
*  J&§§ yes/no
1to 10
¢ BE-RBE

+ BUN, Hb, Ht
+  {REEIRRE poor/fair/good/excellent
SF-36

Level of measurement

¢ Have variables measured on the highest level
of measurement possible because of the
advantages
—  Greater analytic flexibility
— Auvailability of more powerful statistical
techniques
— Greater amount of information than at lower
levels
¢ The disadvantages of lower level of
measurement
— Loss of much information; can use “Recode” to

change higher level of measurement into lower
level of measurement

Variable

¢+ Independent variable
¢ Dependent variable

REBAT vs. FERB T
* BRAEKD

¢ Assumptions are not met




Central tendency

+ The general location of a “typical” data
value, i.e., the data value around which
other scores tend to cluster.

—Mode
— Median: divided the distribution into
2 equal halves

— Mean: the most commonly used index
of central tendency

Central tendency

In a normal distribution, the mode= the median = the
mean

If mean > median, indicating the distribution is
positive skew

If mean < median, indicating the distribution is
negative skew

If distributions are close to being normal, the
researcher only reports the mean. If not, researchers
report 2 or more indicators of central tendency to
reveal more information about the data.

When the data are highly skewed or when there
extreme, but valid, outlier, or data were measured on
an ordinal scale, the median is a better index of
central tendency.

Variability

+ How similar or different the sample
members are from one another

— The range

—SD : DmeanfS2E 8, - 5 Biimeanfy5E
TREE

Example

©2 2222222 Mean=2
*+01111118 Mean=2

¢ Variability?
+ Homogenous?

PR

* ZHEAO2 #5080
4 » XBi(Frequency) - B4 Eb(percentage)
: - IR B LB E R ELLLRMA?
* "8 (Mean) 5z SD
- IR ERI T IEERESD? SD=?
.+ REBU(Mode)
- HERSROERRESD?
+ fafi7Bf(Median)

~HRRE

+ Data level
— Nominal vs. nominal data

* BLEREBIIR(CVA, DM, I/
AR




McNemar test

i * For 2x2 tables, nominal and nominal

data

98+ Coding OB RERTR B

¢ FI—REAZETH - &3
- TR Tbreast self-exam A B
fRER

Independent t- test vs. Mann-
Whitney test t-test

& || * Assumption

— Random sampling

— The variable is normally distributed

— The variance of the 2 populations are equal
¢ 2 groups vs. interval/ratio for dependent

| variables

* BLRIMm RS MR

1-way ANOVA
vs. Kruskal-Wallis test

¥ . * Assumption

— Random sampling

— The dependent variable is normal
distributed

— Homogeneity of variance
* Keep the sample size as equal as possible

: ¢ Interval/ration level for dependent
variables

- #8351 = 38
+ AESER LN HEEEER?

FfHRE(Correlation)

+ Pearson’s correlation
— Interval/ration vs. interval/ration data
- FFl BRI R R SRR

{ ¢+ Spearman’s correlation

— Ordinal vs. ordinal data

- BEGEIRARTHN?

Dependent (paired ) t- test vs.
Wilcoxon Signed ranks test

Assumption
* FEIEFIER EBRATR ARG 2R
< é?&ﬁ@%?ﬁd\&#ﬁ(ilﬁﬁﬁ =

| R B R AR R B R TR
BREEER?

Repeated ANOVA vs. Friedman test

¢ 2 IREHEHIE

* FA—RA=XER B RBE
RN




Regression

| * Assumption

- BREERROMER

4 - REERMAER

( + Z{EM17 B (independent variable)
% B—{E{&k¥®5(dependent variable)

- :I;{l;  FaRC RS - BOK/NREEN

Regression

i ¢ B ERERERIERE - B DUREEa
4 JEE#EZ (dummy coding )

» BRI X - B Logistic
regressionyfEfT T




